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In addition to the comparison of the Gibbs negentropy % = S II  In I t  to 
the Shannon negentropy ,/s = ~ E~H~ ln(E~II0, discussed in the cited paper, 
a comparison of the former to ~s' = ~Ts - ~ E~ In E~, the decrease in 
uncertainty, is of general interest from an information-theoretic standpoint. 
It is shown that na and ~s' are similar in the situation in question. The 
additivity properties of 7/G are briefly discussed. 

K E Y  W O R D S  : Information gain (directed divergence) ; decrease in un- 
certainty ; addi t iv i ty of measures of information. 

In  the paper  in quest ion,  (1~ the G ibbs  negent ropy  

= fE II In II  dE  = ~ I/~E~ In 1FI~ (1) ~TG 

where  E is the energy shell, 11 the densi ty  o f  a coarse-gra ined dis t r ibut ion,  
and  E~ the measure  of  the i th cell of  E (whose measure  is normal ized  to one), 
is c o m p a r e d  with the Shannon  negent ropy  

ns = ~ II,E~ ln(FI,Et) (2) 

In teres t ing  results are given for  var ious  f ine-grained dis t r ibut ions  D for  
successively refined par t i t ions .  I t  is po in ted  out  that  ~a and ~s show a ra ther  
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dissimilar behavior, the former being consistently a measure of the informa- 
tion contained in the coarse-grained distribution II, the latter the negative 
uncertainty related to an experiment on the state of the system. 

However, it appears to the author that a comparison of the two concepts 
should be based to a larger extent on their probability-theoretic significance. 
Equation (1) may readily be rewritten as 

r/G = ~ II,Ei ln(H~Ei/E,) (3) 

thus revealing its nature more clearly, r/~ is the information gain yielded by 
taking the probability distribution {II~E~} instead of the distribution {E~}, ~2~ 
also called the directed divergence3 3~ 

A different explicatum for the information gain in this substitution of 
distributions, involving the Shannon entropy, is 

r/s' = - - ~  E~ In E~ + ~ rI~E~ ln(II,E,) (4) 

the decrease in uncertainty resulting from the substitution. 
In information theory, both r/s' and r/a have been considered as measures 

of amount of information. The choice between them is complicated by the 
fact that both have a serious shortcoming: r/s' is capable of assuming negative 
values as well as positive ones, which in many cases may appear unacceptable; 
-% is not additive for successive changes of the probability distribution, i.e., 
we have 

f f~ l n ( f2 / f l ) dx+  f fa ln(f3/f2)dx# f f3 In(f  s/f1)dx (5) 

where f l ,  f2, and f3 are arbitrary, not almost everywhere identical probability 
density functions. It has to be decided in each separate case which is the more 
suitable. 

Considering this, it is clear that a comparison of r/o and ~s', rather than 
% and r/s, is of more general interest. 

The prior distribution {E~} can be interpreted as representing a situation 
in which no information about D is available at all; in this case II = 1 
everywhere, as the measure of E is one. A straightforward calculation now 
yields 

A = r/s' -- r/a = ~ (H~ - 1)Eiln E~ (6) 

If  all elements of the partition have equal measure, zX = 0, as the term in E~ 
may then be taken out of the sum on the right-hand side of (6) and the 
expectation of 11 clearly is one. In this case a plot of r/s' vs. r/a would simply 
show a straight line at an angle of 45 ~ for every D. If  the partition consists of 
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unequal elements, it is easy to show that both negative and positive values for 
A are possible. In the limit, the fine-grained Gibbs negentropy 

= f E D  In D dE (7) ~TD 

is equal to the one-dimensional Shannon negentropy of the distribution D. 
This is due to the fact that, again interpreting r/D as information gain in the 
change from uniform prior distribution to D, the density of the prior dis- 
tribution is one everywhere and thus does not appear explicitly in (7). If  the 
underlying measure space had an infinite measure (such as, e.g., the Lebesgue 
measure on the Borel sets of real numbers), the one-dimensional Shannon 
negentropy cannot be interpreted as information gain, as the Lebesgue 
measure (being the analog of a uniform distribution in this case) is not a 
probability measure. 

Another interpretation is possible for ~TQ as defined in (1). Consider a 
sequence of successively refined partitions. Let {17~") denote the density of 
the nth coarse-grained distribution and E~" the measure of the ith element of 
the corresponding partition. Then 

YI,"E, '~ ln(II~"E,"/II'~- IE~ ") + ~ II'~- IE," ln(II'~- lE~./II'~- ZE,,) 

+ ... + ~ II,IE," In(II,*E,"/E, ") = ~ II,'E," In(n,") = ,7o (8) 

where the sum extends over the same number of summands in each term (IIJ 
taking the same values several times for j < n). Thus, ~a may also be inter- 
preted as the sum of all information gains successively obtained in the step- 
wise changes to finer distributions; in other words, r/a is additive in our case 
(although this property does not hold in general, as was pointed out above). 
The additivity of r/s' is trivial. 
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